Privacy Preservation in public graph by Clustering Techniques
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ABSTRACT In current scenario, preserving privacy is a challenging problem to tackle especially when sharing the graph data generated through social network users need to share for business analytics and social science research purposes. Analytical values are present in medical records, corporate data etc. in which definite attributes are eliminated and the data are made to be clean. Several techniques are suggested in the field of data mining such as sanitized data for subsequent mining techniques, privacy preserving and data publishing. In the last few years, researchers have been focusing on k-anonymization techniques. The essential needs for these techniques are ensuring data anonymization while at the same time minimize the information loss, that cause from data modifications. This paper suggests to minimize information loss that uses the idea of clustering to ensure good data quality. The important objective of preservation is data records that are certainly similar to each other which should be the part of identical equivalence class. The definite clustering problems are formulated by using this technique is said to be K-member clustering problem.
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1. Introduction
K-anonymity is the recent approach that addresses data privacy. These approach ensure the data privacy in the released data that any record which is indistinguishable from (K-1) other record which respect to the set of attributes known as the quasi-identifier. The concept of K-anonymity is to find out an optimal solution of computational complexity for K-anonymity problem. The key objective of our method is to improve a novel K-anonymization problem that describes the limitations. The main idea of our approach is K-anonymization problem which can be viewed as the clustering problem. The requirement of K-anonymity can be instinctively transformed into clustering. It is to find a set of clusters, each of that which could be containing at least K records. Whereas, the records present in the cluster is as same as other to improve the data quality and similar quasi-identifier value. When the records in a cluster are modified it ensures that less distortion is required. Thus convey a certain clustering problem, which can be called k-member clustering problem. This problem in Non-Deterministic Polynomial-Time hardness (NP) which runs in time O(n2) and present in greedy algorithm. Though this algorithm can integrate such information which does not trust or generalization orders, if happens some natural relations among the values in a domain to find more desirable solutions. Consequently, the proposal of quality metrics have introduced for precisely measures of information loss is represented through hierarchy-free generalization which is not yet introduced. Hence, the data quality metric is used for the hierarchy-free generalization which is also known as information loss metric. This paper shows small modification in our algorithm which is able to reduce classifications of errors effectively and organized as follows. Section 2 describes the anonymity model and existing techniques. Section 3 describes the k-anonymization as a clustering problem approach. Section 4 describes the experimental results. Section 5 describes the result and discussion and conclusion.

2. Concepts of Anonymity model
Anonymity model is most classic model that can prevent suppression or generalizing portion of the microdata so, no one can distinctly distinguish from a group of size K[1]. The concept of K-anonymity model is to convert a table in which no one can make high probability associations between the records in table and the equivalent entities. To accomplish the goal, K-anonymity model require any one record that is identical from others (K-1) records associate with the group of attributes is said to be Quasi-identifier. The class of records which are identical with each other is mentioned as an equivalence class.

<table>
<thead>
<tr>
<th>Name</th>
<th>Sex</th>
<th>Age</th>
<th>Postcode</th>
<th>Illness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bill</td>
<td>M</td>
<td>20</td>
<td>13000</td>
<td>Flu</td>
</tr>
</tbody>
</table>

Table.1 Raw Medical Data Set
Table. 2 A 2 Anonymous Data Set Of Table.1

<table>
<thead>
<tr>
<th>I</th>
<th>QI</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Sex</td>
<td>Age</td>
</tr>
<tr>
<td>Bill</td>
<td>M</td>
<td>[20,24]</td>
</tr>
<tr>
<td>Ken</td>
<td>M</td>
<td>[20,24]</td>
</tr>
<tr>
<td>Linda</td>
<td>F</td>
<td>[26,28]</td>
</tr>
<tr>
<td>Mary</td>
<td>F</td>
<td>[26,28]</td>
</tr>
</tbody>
</table>

Table 1 shows storing the private information about the set of individuals. The attributes in table are classified as

1. Identifiers (I),
2. Quasi-Identifiers (QI),
3. Sensitive Attribute (SA)

Raw medical data set (Table 1) consist of age, postcode and attribute sex from QI. The patient records 1 and 2 have unique which may be re-identified easily for their combinations of age, postcode and sex are unique shown in Table 2 anonymous dataset of Table 1 (Table 2). These tables make two patients and less likely to re-identified [2].

2.1 Related works

Anonymization techniques establish privacy in big data when dealing with quasi identifier attributes. This paper proposes new algorithm known as k-anonymity without prior value of the k threshold [3]. Usually, usage of anonymization techniques addresses privacy issue that deals with both quasi identifier and sensitive attributes. A recent research has determined some techniques which are inappropriate due to existence of quasi identifier attributes in the data set such as Sex, Age and Date of birth [4]. Attributes of quasi identifier denotes a set of data which can be joined with some background information to re-identify entities [5]. According to the principle of k-anonymity, a tuple in the published dataset which is identical from k-1 other tuples in the data set. Hence, an invader who identifies the values of quasi-identifier of an individual which is not able to separate the records from (k-1) other records [6]. K-anonymity uses suppression and generalization techniques which are used to hide the identity of an individual [7]. Zhen Tu et al. in [8] author proposes k-anonymity, t-closeness and l-diversity of tracks through a definite generalization approach, while itensures the minimum loss of Spatio-temporal granularity. The anonymization method sustains personalized privacy requirement which is present in an utility-driven adaptive clustering method has proposed with similar best data quality to partition tuples [9]. This paper investigated anonymization effect due to k-anonymity on the data mining classifiers. Naive Bayes classifier is calculated using anonymized and non-anonymized dataset results presenting the increase anonymity that primes to proportional degradation of classifier performance [10]. The algorithm used to parallelize k-anonymity by utilizing MapReduce programming paradigm with Hadoop and also observed the two attack models on k-anonymity such as background knowledge attack and homogeneity attack. The result of the proposed algorithm is capable of anonymizing big data in order to support the data mining technique of privacy preserving [11]. The main focus of the study is to protect against identity disclosure on k-anonymity techniques. The privacy level and mining quality of the anonymized dataset will be using decision tree classification and compared with the other data mining technique which is support vector machine and logistic regression [12]. In order to prevent such attacks, K-anonymization is used by modifying microdata with potential increase of data [13]. The author extends [14] the k-anonymity model to the (a, k)-anonymity model to limit the implications from the quasi-identifier to a sensitive value within a to protect the information sensitive from being concluded by strong implications [15]. The concept of multi-dimensional k-anonymity [17][16] where the data generalization is over multi-dimension at a time, and [18] extents the multi-dimensional generalization to anonymize data for a certain task such as grouping.

3. K-Anonymity as a Clustering Problem

Clustering problems require exact number of clusters in the solutions which does not limit the no of clusters, instead of k records in each cluster. Hence, the problem is referred to as k-member clustering or k-anonymity problem.

Definition 1. Let S represents the set of n records and k represents the specified parameter of anonymization. The optimal solution of the k-clustering problem is a set of clusters E = {ε₁, . . . , εm} which is
fit to the following requirements:

\[ \forall i \neq j = \{1, 2, ..., m\}, e_i \cap e_j = \emptyset \]  
\[ \bigcup_{i=1,2,....,m} e_i = S \]  
\[ \forall e_i \in E, |e_i| \geq k \]  
\[ \sum_{i=1,2,....,m}|e_i| \cdot \max_{i,j=1,2,..,|e_i|} \Delta(p(i,j),p(i,j)) \]

Here \(|e_i|\) is the size of cluster \(e_i\), \(p\) represents the i-th data point in cluster \(e_i\). Let \(\Delta(X,Y)\) represents the distance between the two data points of \(X\) and \(Y\). From the definition sum of all intra-cluster distance is defined as the maximum distance between any two data points in the cluster.

**Definition 2. (Distance between two numeric values)**

Let \(D\) be a finite numeric domain. Let \(V_iV_j\) represent normalized distance between the two values and \(D\) represent a finite numeric domain.

\[ \delta_N(v_i, v_j) = |v_i - v_j| / |D|, \]

where \(|D|\) is the domain size measured by the difference between minimum and maximum values in \(D\). The most straightforward solution is to assume that every value in such a domain is equally different to each other; e.g., the distance of values within the two attributes are same then the distance is said to be 0 or else the distance is said to be 1. However, some domains may have few semantic relationships among the values and it is desirable to define the distance functions based on the existing relationships. Such relationships can be easily captured in a taxonomy tree.

**Definition 3. (Distance between two categorical values)**

Let \(D\) represents the categorical domain, \(T_D\) represents taxonomy tree which is defined for \(D\). The distance between two normalized values \(v_i, v_j\) is defined as:

\[ \delta_c(v_i, v_j) = H(\Lambda(v_i, v_j)) / H(T_D), \]

where \(\Lambda(v_i, v_j)\) represents the subtree rooted at lowest common ancestor of \(v_i\) and \(v_j\) and \(H(T_D)\) be the height of tree \(T_D\). However, we can say taxonomy tree not as a restriction, but a user’s preference.

**Definition 4. (Distance between two records)**

Let \(Q=\{N_1, \ldots, N_m, C_1, \ldots, C_n\}\) be the quasi-identifier of table \(T\), where \(N_i (i=1, \ldots, m)\) is an attribute with a numeric domain and \(C_j (j=1, \ldots, n)\) is an attribute with a categorical domain. The distance of two records \(r_1, r_2 \in T\) is defined as:

\[ \delta_c(A_1, A_2, T) = \sum_{i=1,\ldots,m} \delta_N(A_1[i], A_2[i]) + \sum_{j=1,\ldots,n} \delta_c(A_1[j], A_2[j]) \]

where \(r_1[A_1]\) represents the value of attribute \(A_1\) in \(r_1\), and \(\delta_N\) and \(\delta_c\) are the distance functions defined in Definitions 2 and 3, respectively.

**Definition 5. (Information loss)**

For the numerical attribute, consider a table \(T\) with quasi-identifier \((A_1, \ldots, A_n)\). Suppose a tuple \(t = (x_1, \ldots, x_n)\) is generalized to tuple \(t' = (y_1, z_1, \ldots, y_n, z_n)\) such that \(y_i \leq x_i \leq z_i\) (1 ≤ i ≤ n). Then we define Normalized Certainty Penalty (NCP) of tuple \(t\) on an attribute \(A_i\) as:

\[ NCP_{A_i}(t) = \frac{x_i - z_i}{|A_i|} \]

Where \(|A_i|\) = max \(t A_i\) – min \(t A_i\)  
\(t \in T\) \quad \(t \in T\)

Hierarchical tree are used for the generalization in categorical attribute. The attribute values of different granularity are specified by the hierarchical tree. Suppose a tuple \(t\) has value \(v\) on categorical attribute \(A_i\) and it is generalized to a set of values \(v_1, \ldots, v_m\).

**Definition 6. (Total information loss)**

Let \(E\) be the set of all equivalence classes in the anonymized table \(AT\). The overall amount of information loss in \(AT\) is defined as:

\[ \text{Total-IL}(AT) = \sum_{e \in E} IL(e) \]

The cost function of k-members problem in the cluster is defined as the maximum distance between any two data points. Consider the records in which each cluster are minimizing the total loss of information and generalized of anonymized table that can spontaneously minimize the cost function of k-members clustering problem. Therefore, total IL is defined as the cost function to minimize the clustering process.
3.1 Anonymization Algorithm

The k-member clustering is potentially exponential as an optimal solution for discussing clustering problem. In order to describe the problem of the computational complexity which precisely define as a decision problem as follows.

**Definition 7. (k-member clustering decision problem)**

Theorem 1. The k-member clustering decision problem is Nondeterministic Polynomial time (NP)-complete.

**Proof.** Given a set of n records, initially one record is randomly picked and make it as a cluster e₁. Later the record which makes IL (e₁ U {r}) minimal. The process get repeat until |e₁| = k. When |e₁| reaches k, a record is most distance from r and the clustering process get repeated until less than k records left. After the iteration process is over, records are inserted into each cluster with respect to the increment of the information loss is minimal.

Theorem 2. Let us consider ‘k’ represents the specified anonymity parameter and ‘n’ represents the total number of input records. Each cluster in greedy k-member algorithm to find the k records but less than 2k-1 records.

**Proof.** Let ‘S’ represents the set of input records. In order to find a cluster with exactly k records, the number of remaining records which is equal to or more than k, each and every cluster contains k-records. In the worst case, k-1 remaining records are added to a single cluster which already contains k records. Hence, the cluster maximum size is 2k-1.

Theorem 3. Let n represents the total numbers of input records and k represents the specified anonymity parameter. The time complexity of the greedy k-member clustering algorithm is in O(n²).

**Function greedy_k_member_clustering (S, k)**

**Input:** a set of records S and a threshold value k.

**Output:** a set of clusters each of which contains at least k records.

1. if(|S| ≤ k)
2. return S;
3. end if;
4. result = ∅; r = a randomly picked record from S;
5. while(|S| ≥ k)
6. r = the furthest record from r;
7. S = S – {r};
8. c = {r};
9. while(|c| < k)
10. r = find_best_record(S, c);
11. S = S – {r};
12. c = c ∪ {r};
13. end while;
14. result = result ∪ {c};
15. end while;
16. while(|S| ≠ 0)
17. r = a randomly picked record from S;
18. S = S – {r};
19. c = find_best_cluster(result, r);
20. c = c ∪ {r};
21. end while;
22. return result;

End.

**Function find_best_record (S, c)**

**Input:** a set of records S and a cluster c.

**Output:** a record r∈S such that IL(c U {r}) is minimal.

1. n = |S|; min = ∞; best = null;
2. for(i = 1,...n)
3. r = i-th record in S;
4. diff = IL(c U {r}) – IL(c);
5. if( diff < min )
6. min = diff;
7. best = r;
8. end if;
9. end for;
10. return best;
End;

Function find_best_cluster (C, r)
Input: a set of clusters C and a record r.
Output: a cluster $c \in C$ such that $IL(c \cup \{r\})$ is minimal.
1. $n = |C|$; $min = \infty$; $best = null$;
2. for (i = 1,...,n)
3. $c = i$-th cluster in C;
4. $diff = IL(c \cup \{r\}) - IL(c)$;
5. if ($diff < min$)
6. $min = diff$;
7. $best = c$;
8. end if;
9. end for;
10. return best;
End;

4. Experimental Results
The main goal of the experiments is to investigate the performance of proposed approach in terms of data quality, efficiency, and scalability.
In order to evaluate greedy k member clustering with another algorithm, namely the median partitioning algorithm.
4.1 Data Quality and Efficiency
In this section, the report experimental results on the greedy k-members algorithm for data quality and execution efficiency. Figure 1 reports the Total-IL costs of the three algorithms (median partitioning, greedy k-member, and greedy k-member modified to reduce classification error) with increasing values of $k$. 

![Figure 1: Information Loss Metric](image1.jpg)

![Figure 2: Discernibility Metric](image2.jpg)
The figure 1 illustrates, the greedy k-members algorithm results in the least cost of the Total-IL for all k values. The Total-IL cost of the modified greedy k-member is very close to the cost of the unmodified algorithm. The superiority of proposed algorithms over the median partitioning algorithm results from the fact that the median partitioning algorithm considers the proximity among the data points only with respect to a single dimension at each partitioning. Another metric used to measure the data quality is the Discrepancy Metric (DM), which measures the data quality based on the size of each equivalence class. Intuitively data quality diminishes as more records become identical with respect to each other, and DM effectively captures this effect of the k-anonymization process which shows the DM costs of the three algorithms for increasing k values. The two greedy k-member algorithms perform better than the median partitioning algorithm which is shown in figure 2 whereas, the greedy k-member algorithms always produce equivalence classes with sizes very close to the specified k due to the formation of clusters.

4.2 Scalability
The Total-IL costs and execution-time behaviors of the algorithms for various table cardinalities (for k = 5). In this proposed method, the subsets are used as the adult dataset with different sizes and Total-IL costs increase relatively linear with the size of the dataset for both algorithms. However, the greedy k-member algorithm presents the least Total-IL cost for any size of dataset. When compared to partitioning algorithm it is slower but still most of the cases are adequate based on the good performance with respect to Total-IL metric.

5 Conclusion
This study has proposed an effective k-anonymization algorithm through the transformation of K-anonymity problem to K-member clustering problem. The two major factors proposed for clustering are cost and distance that is accurately illustrated for the K-anonymization problem. The proposed technique highlight both IL metric and cost metric which are generally seizure the data distortion is introduced by generalization process. It is quiet enough to be used for data quality metric for K-anonymized dataset.
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