Performance analysis of various wavelet filters for Gujarati text localization in images
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ABSTRACT: This paper presents a comparative analysis of Wavelet-based Gujarati text detection from an image using wavelet filters namely Haar, Symlets, Daubechies, Bior and Coiflets. This system uses a discrete wavelet transform (DWT) method to detect Gujarati text from images. A set of rules and geometric properties have been devised on the connected component to localize the actual text regions. Finally, bounding box information is employed to localize the Gujarati text. The experiment on a variety of images shows that Haar wavelet filter can detect text regions effectively.
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1. Introduction

Texts, which are appeared in images and videos, hold semantic data. So, textual image are good source of data for content-based indexing as well as retrieval. In recent years, research on the automatic text localization from images has increase. However, few criteria such as enormous varieties in textual fonts, sizes, styles; the little contrast between the text and non-text background, create problem in text identification.

In literature, Work is found for text discovery for a range of languages like English, Chinese[1,2], Gurumuki [3], Japanese[4], Arabic[5,6], Bangla [7,8], Uyghur[9,10]. Few studies set their concentration on Gujarati OCR [11, 12,13] also. Towards text extraction for Gujarati language, the first and initial work for Gujarati language is found in [14,15], which has focused on segmentation and recognition of Gujarati printed numeral from the image. In this work, researcher used edge detection, dilation, and connected component analysis to detect Gujarati numeral from images. This methodology successfully worked on a variety of images like a textured, map, magazine cover pages, and noisy images.

Here we investigate the wavelet method DWT and various filters (Haar, Daubechies, Daubechies Least Asymmetric, Coiflet, and Bior) to determine Gujarati text.

1.1 Characteristics of Gujarati script

Gujarati is an Indo-Aryan language, one of the official languages of India. It has twelve vowels (known as Swar), thirty-six consonants (referred to as Vyanjan) called as basic symbols, and ten digits. In addition to basic symbols, diacritics (dependent vowel modifier) are utilized to connect of vowels with the core consonants. The diacritics can be placed ahead of, after, over, or underneath the basic symbol. Gujarati script can be partitioned into three logical zones: Upper, Middle and Lower [17]. Spotting Gujarati text in complex background images becomes a difficult problem due to the distinctive features of the Gujarati text described in [16].

The rest of the paper is organized as follows. The characteristics of DWT and wavelets are described in section 2. The proposed approach is discussed in section 3. The dataset and analysis protocols are structured in section five. Experimental results and comparison with wavelets are presented in section 5 and the conclusion is provided in section 6.

2. Wavelets

Haar Wavelet

Haar wavelet is the most straightforward among every accessible wavelet. It is discontinuous and its coefficients are either 1 or -1. It utilizes just two scaling and wavelet work coefficients. It is proficient in computation than other wavelet since it calculates pairwise summation and differences of neighboring pixels.
Symlets Wavelet
Symlets is also known as the Daubechies least asymmetric wavelets. It is comparative as Daubechies wavelet with a special case that it has a minimal phase while the Daubechies wavelet has a maximal phase. Symlet is closely symmetric. The scaling filters used are close direct stage filter.

Daubechies Wavelet
Daubechies is conceptually more complex and normally has a higher calculation overhead. It uses overlapping windows, so the results reflect all changes between pixel intensities. It is computed the ensuing low/high pass filtered signal. Daubechies is smoother compare to the Haar wavelet.

Coiflets Wavelet
Coiflets have better symmetry over the Daubechies wavelets. It permits a good estimation of polynomial function on different resolutions [18]. The Coif wavelet and the Daubechies wavelet are equally powerful in some feature.

Bior Wavelets
Biorthogonal wavelet is an invertible however not necessarily orthogonal. This wavelet permits more degree of freedom than orthogonal wavelets [19]. This wavelet has two scaling function, which may produce different multi-resolution analysis, and two different wavelet functions.

The Discrete Wavelet Transform (DWT)
Wavelet decomposition gives a very good approximation of images and carries out a multi-resolution analysis of an image [20]. In the field of image processing, the DWT can decompose an image into well-behaved subbands within the frequency domain. With use of low-pass with high-pass 2-D filter, DWT divides image into four subbands: one average subband (LL) and three detail subbands (LH, HL, HH) as shown in figure 1 and delineated as:

1. LL subband centers on average components.
2. LH subband signifies horizontal edges data.
3. HL subband refers to vertical edges information.
4. HH subband concentrates on the diagonal edges data.

3. IMPLEMENTATION
Figure. 2 shows the procedure for wavelet-based text detection and steps are scribed below:
Figure 2: Text detection process

Step-1: Input colour image.

Step-2: Separate luminance component Y from the image using Eq. (1).

\[ Y = \begin{bmatrix} 0.299 \\ 0.587 \\ 0.114 \end{bmatrix} \begin{bmatrix} R \\ G \\ B \end{bmatrix} \] (1)

Then median filter is applied on Y to reduce noise.

Step-3: Use various types of wavelet family with DWT. Here Haar, Symlets, Daubechies, Bior and Coiflets have been used.

Step-4: Obtain detailed features viz. LH, LL and HH of an image.

Step-5: Extract Gujarati candidate text edges by applying Sobel operator, Weighted ‘OR’ and dilation operation on LH, LL and HH.

Step-6: Connected component (CC) labeling is performed using method described in [21].

Step-7: For each CC, derive geometric features such as Height (H), Width (W), Aspect Ratio (AR), Size(S) = H *W, Area (A) = Total no. of foreground (ON) pixels.

Step 8: The false positives are eliminated by using several criteria derived based on geometric features of CC. Criteria are:

(i) \( S/A < T_1 \)
(ii) \( AR < T_2 \)
(iii) \( H < T_3 \)
(iv) \( S < T_4 \)
(v) \( W < T_5 \)

If the discovered text blocks meet any of the above mention heuristics then treat them as false positives and remaining blocks are considered as candidate components. In this study, values of thresholds \( T_1, T_2, T_3, T_4, \) and \( T_5 \) are set experimentally which is 2.2, 0.5, 25, 310 and 40 respectively.

Step-9: The location of every candidate components is projected on the original image to get the corresponding text candidates.

4. DATASET AND EVALUATION PROTOCOL

4.1. Dataset

There are numerous public datasets widely used for performance assessment within the domain of text detection and/or recognition. Few available datasets are ICDAR, Oriented Scene Text Database (OSTD), MSRA-TD500, KAIST, CHAR74K etc. Most of the datasets contain text in English and Chinese language and there is no dataset available for Gujarati text.

As no dataset of images for Gujarati text recognition is available for this work, we have constructed a dataset consist of images which are collected from a various source, like book pages, magazines, newspapers, advertisements, logo etc. The texts may be in various fonts, sizes and colors. The quality of each image may vary. These images mostly center on horizontal text.
4.2 Evaluation protocol

The discovered text blocks in an image are marked by their bounding boxes. Here, performance is assessed at the block level rather than the word or character level. The following parameters are outlined for each discovered block:

1. True Positive (TP): It is a detected block that contains a partially or fully text. It may cover a single character or a whole word or a part of the word or a line.
2. False positive (FP): A detected block that does not have text.

Based on the number of blocks in these two categories, precision is defined as:

\[ \text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \]

5. Results and Discussion

The proposed algorithm is tested on over 800 images. These images contain texture, variations in text font, color, size. Figure 3 shows the processed images by various wavelets. The detected text blocks in an image are represented by their bounding boxes with red colour.
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**Figure 3:** Output of various wavelets

In this research, researchers have compared five wavelet families: Haar, Symlets (symN, N=1,4), Daubechies (dbN, N = 2,3,4), Biorthogonal (biorNN = 1_1,1_3,1_5,2_2), Coiflets (coifN, N = 1,2). For each wavelet basis, the number of decomposition levels two is considered.

The performance of the proposed technique with various wavelets is summarized in Table 1. From this table, it can be found that results of Haar orthogonal wavelet are superior to other wavelet, where precision is 0.92 for text detection.

<table>
<thead>
<tr>
<th>Wavelet type</th>
<th>Haar</th>
<th>bior1_1</th>
<th>bior1_3</th>
<th>bior1_5</th>
<th>bior2_2</th>
<th>coif1</th>
<th>coif2</th>
<th>sym1</th>
<th>sym4</th>
<th>db2</th>
<th>db3</th>
<th>db4</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>0.92</td>
<td>0.87</td>
<td>0.9</td>
<td>0.89</td>
<td>0.74</td>
<td>0.84</td>
<td>0.76</td>
<td>0.78</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>

6. Conclusion

In the present study, we proposed an algorithm for Gujarati text localization using 2D DWT wavelet features. Here, researchers have applied wavelet functions namely Haar, Daube, Symlets, Coiflets, and Biorthogonal in order to localize text of Gujarati. For the Gujarati text detection, this algorithm gives maximum success rate with text features which are extracted using Haar wavelet.
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